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 Environmental Satellite Processing and Distribution System 

◦ Developed by the NESDIS Office of Satellite Ground Services (OSGS), with Solers as the 
development contractor 

◦ Operated by the NESDIS Office of Satellite and Product Operations (OSPO) 

◦ Commenced Transition to Operations in December 2016 

 Modernizes the NESDIS Environmental Satellite Processing Center (ESPC) 

◦ Single enterprise solution that meets the needs of existing (legacy), GOES-R, S-NPP/JPSS, 
and GCOM-W, with scalability to meet future environmental satellite needs (e.g., H-8, 
Sentinel/SMAP) 

◦ Modernizes the Product Generation (PG), Product Distribution (PD), and Infrastructure 
segments of the ESPC (with Ingest as a potential future modernization) 

◦ Provides environmental satellite data and services to a growing user community 
including NOAA Line Offices, NASA, DoD, and other U.S. and international users 

 Implemented at multiple sites: 

◦ Primary site is the NOAA Satellite Operations Facility (NSOF) in Suitland, MD 

◦ Backup site is the Consolidated Back Up (CBU) facility in Fairmont, WV 

◦ HRIT/EMWIN remote broadcast capability deployed to: Wallops Command and Data 
Acquisition Station (WCDAS), Fairbanks Command and Data Acquisition Station (FCDAS), 
and Goddard Space Flight Center (GSFC) 

 Provides a scalable and secure infrastructure as a foundational building block 
upon which all other system functions and services reside 
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Current Legacy Model 
• Each satellite mission provides its own stove-piped set of product processing 

systems 

• Each processing system contains its own stove-piped infrastructure and 

applications, creating redundancy and duplication of the same data and 

capabilities as other processing systems 

• Redundancy and duplication increase costs and complexity, making it 

unaffordable to maintain 

ESPDS Enterprise Model 

• ESPDS provides an enterprise Service 

Oriented Architecture (SOA), that is 

helping to shape the OSGS GEARS 

Ground Enterprise Architecture and 

Standards through TRM and Trade 

Study participation 

• Multiple satellite missions leverage 

common infrastructure and processing 

services, reducing redundancy and 

costs 

• Enterprise Portal provides user self-

service subscription and search 

capabilities across all NESDIS products  

• Common Infrastructure Services and 

Enterprise Shared Storage reduce 

redundant, recurring costs and simplify 

operations, maintenance, monitoring, 

and security 
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 PDA is the first Enterprise Capability (collection of services) being deployed to the ESPDS Common Infrastructure Platform 

 Next Generation Missions (GOES-R and JPSS) are the catalyst for this modernized Product Distribution capability that: 

◦ Supports the enormous increase in data volumes while continuing support for legacy interfaces 

◦ Streamlines data flow by centralizing distribution (Enterprise PD capability) 

◦ Is extensible to future interfaces and missions, and scalable to accommodate future data volumes without redesign 

◦ Monitored and measured using ESPDS Common Infrastructure Management tools 

◦ Provides User Self-Service for access to NESDIS data and products, enabling users to acquire just the data they need 7 
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Mercator Example GOES West Example 
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 Data Transfer and Access 
◦ FTPS and SFTP file transfer interfaces for data providers and data consumers 

◦ Trusted NESDIS systems approved by the ESPC ISSO (such as GOES-R and CLASS) 
as may also directly access directories and files on the ESPDS Network Attached 
Storage (NAS) cluster via its NFSv4 interface 

 Web Services (SOAP-Based) 
◦ File Transfer Notification Web Service 

 For data providers to notify PDA of files that were transferred to the ESPDS NAS 

 Primary User/Stakeholder: GOES-R 

◦ File Transfer Failure Notification Web Service 

 For PDA to notify data providers of files that it failed to receive when compared to a 
manifest, or files that failed to pass an integrity check (e.g., SHA-384 hash) 

 Primary User/Stakeholder: GOES-R 

◦ OGC Web Services 

 Exposes OGC WMS, WCS, and Catalog web services 

 Primary User/Stakeholder: AWIPS II DD 

◦ Data Discovery and Retrieval Web Services 

 Exposes search and ad-hoc request functionality via web services for data consumers 
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Product Category Number of Product Types Date of First Receipt 

ABI-INST-CAL 3 7 December 2016 

ABI-L1b 6 20 December 2016 

ABI-L2 63 12 January 2017 

EXIS-INST-CAL 1 7 December 2016 

EXIS-L1b 2 11 December 2016 

GLM-INST-CAL 2 7 December 2016 

GLM-L2 1 10 December 2016 

GRB-INFO 3 7 December 2016 

MAG-INST-CAL 2 7 December 2016 

SAT-INST-CAL 1 9 December 2016 

SEIS-INST-CAL 2 7 December 2016 

SEIS-L1b 5 12 January 2017 

SUVI-INST-CAL 1 7 December 2016 
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Satellite / Provider Name 
Number of 

Files Inventoried Total Volume (GB) 
DCS 143,084 1.07 
EMWIN 270,620 0.64 
F18 16 0.45 
GCOM-W 2,204 162.91 
Jason-2 8,264 56.62 
Jason-3 8,264 56.62 
MET8 24 0.0001 
MET9 16 0.45 
Metop-A 38,735 326.73 
Metop-B 38,735 326.73 
S-NPP 1,423,729 16,336.30 
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Ancillary Data Name / Identifier 
Number of 

Files Inventoried Total Volume (GB) 
ATCF-JTWC_A-Deck 1321 12.60 
ATCF-NHC_A-Deck 1 0.0010 
ATCF-NHC_FST 3 0.03 
CMC_SST_0.2 50 0.10 
DDS_OMPS_Dark_Calibration_Tables 8 0.01 
DDS_OMPS_Orbital_Definition_File 8 0.01 
GFS_Global_longitude_latitude_grid_00hr_0.5_degree_resolution 204 5.64 
GFS_Global_longitude_latitude_grid_00hr_1.0_degree_resolution 203 5.61 
GFS_Global_longitude_latitude_grid_03hr_0.5_degree_resolution 206 5.70 
GFS_Global_longitude_latitude_grid_03hr_1.0_degree_resolution 202 5.59 
GFS_Global_longitude_latitude_grid_06hr_0.5_degree_resolution 206 5.70 
GFS_Global_longitude_latitude_grid_06hr_1.0_degree_resolution 205 5.67 
GFS_Global_longitude_latitude_grid_09hr_0.5_degree_resolution 205 5.67 
GFS_Global_longitude_latitude_grid_09hr_1.0_degree_resolution 205 5.67 
GFS_Global_longitude_latitude_grid_12hr_0.5_degree_resolution 204 5.64 
GFS_Global_longitude_latitude_grid_12hr_1.0_degree_resolution 205 5.67 
GMASI-NH-End_Product_SIM_bin 52 0.05 
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Ancillary Data Name / Identifier 
Number of 

Files Inventoried Total Volume (GB) 
NAAPS_03_Hour_Forecast 205 0.08 
NAAPS_06_Hour_Forecast 205 0.08 
NAAPS_09_Hour_Forecast 203 0.08 
NAAPS_12_Hour_Forecast 205 0.08 
NAAPS_15_Hour_Forecast 205 0.08 
NAAPS_18_Hour_Forecast 204 0.08 
NAAPS_21_Hour_Forecast 203 0.08 
NAAPS_24_Hour_Forecast 204 0.08 
NASA_GPM_AMSR2_L1B 714 68.09 
NAVGEM_03_Hour_Forecast 199 2.28 
NAVGEM_06_Hour_Forecast 203 2.32 
NAVGEM_09_Hour_Forecast 205 2.35 
NAVGEM_12_Hour_Forecast 200 2.29 
NAVGEM_15_Hour_Forecast 203 2.32 
NAVGEM_18_Hour_Forecast 202 2.31 
NAVGEM_21_Hour_Forecast 202 2.31 
NAVGEM_24_Hour_Forecast 201 2.30 
NESDIS_IMS-V3_4km_tif_gz 52 0.05 
NISE 51 0.10 
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Ancillary Data Name / Identifier 
Number of 

Files Inventoried Total Volume (GB) 
NPOES_GFS_(03hr) 206 5.70 
NPOES_GFS_(06hr) 206 5.70 
NPOES_GFS_(09hr) 202 5.59 
NPOES_GFS_(12hr) 206 5.70 
NPOES_GFS_(15hr) 206 5.70 
NPOES_GFS_(18hr) 206 5.70 
NPOES_GFS_(21hr) 205 5.67 
NPOES_GFS_(24hr) 205 5.67 
OMB_seaice 52 0.02 
Reynolds_SST_compressed_binary 49 0.08 
Reynolds_SST_uncompressed_NetCDF 49 0.38 
SH_2km_Multisensor 52 4.96 
SWP_AP_Flux 56 0.0003 
SWP_DGD 413 0.0024 
SWP_DSD 203 0.0012 
USNO_POLAR_WANDER-ALL 6 0.01 
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Consumer Number of File Transfers Total Volume (GB) 
AFWA 73,457 9.77 
AWIPS NCF SBN 48,322 153.24 
CLASS 1,562 0.68 
ESPC IASI 130 2.54 
ESPC NIC 53,528 1,636.88 
ESPC OKEANOS 11 0.27 
ESPC PolarProd 66,701 49.37 
ESPC SFS 26,168 445.53 
EUMETSAT 17,788 21.67 
GOES-R 716 19.93 
INDIA NCMRWF 8,599 3.92 
JAPAN JMA 5,415 0.45 
JPSS IDPS 1,908 16.82 
NASA GPM 2,848 0.39 
NASA MSFC 10,578 18.78 
NAVY FNMOC 21,958 43.94 
NAVY NAVO 13,072 49.53 
NCEP EMC 117 0.01 
NCEP WCOSS 50,666 28.74 
NDE 612 14.75 
NCEI-CO SPADES 96,479 22.28 
OAR AOML 651 57.92 
STAR 427,959 3,288.37 



High Rate Information Transmission (HRIT) / Emergency 
Managers Weather and Information Network (EMWIN) 
 Provides the ability to uplink DCS, EMWIN, and NHC messages/alerts, as well as Legacy GOES 

and GOES-R products for broadcast via the Legacy GOES and GOES-R satellites 
 Includes bandwidth-based automated prioritization capabilities 
 Exploits ESPDS PDA and Common Infrastructure functionality & flexibility for cost savings 

◦ Hosted within the ESPDS common infrastructure platform 
◦ Reuses PDA-provided data intake, subscription, and product tailoring services 
◦ Minimizes refresh of the older LRIT system by supporting both LRIT and HRIT data streams 

Broadcast 

Operator 

Legacy 
GOES/MSG/

MTSAT 
(Future) 

EMWIN DCS 

PDA (PD) Services 
HRIT/EMWIN 

Unique  Services 

ESPDS Common Infrastructure Platform  

GOES-R GS 

Legacy GOES and 

GOES-R Antennas 

NHC 

19 





21 

 

 

 

 

 

 

 

 

 

21 

Svalbard/Fairbanks/ 
McMurdo 

S-NPP, 
JPSS-1/2, 
GCOM-W1  

 
 

NOAA Product Generation Services 
(NDE 2.0) 
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 NOAA Data Exploitation (NDE) 1.0 in operations since September 2013 
and has been distributing critical S-NPP data since soon after launch 
(November 2011) 

 NDE 2.0 provides an Enterprise Product Generation (PG) framework 
implemented in a SOA within the ESPDS common infrastructure platform 

 Established and mature process for efficiently transitioning new and 
updated science algorithms from the NOAA Center for Satellites 
Applications and Research (STAR) - in place since 2011 

 Well defined, documented, and simple interface for “plug-and-play” 
algorithm integration allowing for a repeatable process and small 
integration team 

 Data agnostic, execute algorithms for any platform/instrument 
(“algorithm as a service” concept) 

 Established solution for product generation for S-NPP, JPSS-1/2, GCOM-
W1, and can be extended for other NOAA or non-NOAA missions 

22 July 11, 2016 ESPDS-TO7-DOC-1.2 (Management and Overview) 
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Develop Algorithm 
• Preliminary Design Review 
• Critical Design Review 
• Unit Test Readiness Review 
• System (Algorithm) Readiness Review 

Prepare Delivered Algorithm Package (DAP) for each Science Algorithm for delivery to NDE 
• Algorithm Delivery Standards, Integration, and Test (DAP document acts as ICD) 
• Configuration management of DAP 

Develop Algorithm Enhancements, Bug 
Fixes, and Updates 
• Redeliver DAP 

Develop/test in NDE DEV Environment 
• NDE operating system/compilers 
• Science libraries 
• VPN access 
• Initial integration activities 

Integrate DAP into NDE DEV Environment 
• Configuration management 
• Production rules 
• Unit testing 

System Test Algorithm in NDE TEST 
Environment 
• Full contention, live data flow 
• Performance testing 

Generate Operational Product in NDE Production Environment 
• Operations 
• 24/7 Monitoring 

Satellite Products and Services Review Board (SPSRB) approves product for operations 

STAR 

NDE 

 
KEY 

 
 
 
 
 

1 

2 

3 

5 
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Validation 

Office of Satellite and Product Operations (OSPO) performs software code review 4 

Define Requirements (JPSS Level 1) 
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Enterprise Shared Storage 
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- Single Driver Script 
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Working Directory 
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Working Directory 
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execution 
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Input/Output Data 





 To End Users: 
◦ Ensures highly available and reliable access to human and machine 

interfaces that scales to accommodate the growing user and data 
demands 

◦ Provides flexibility to quickly adapt to changes in end user 
requirements 

 To System Operators/Administrators: 
◦ Easily scalable hardware and software 

◦ Provides automated operations 

◦ Compliant with IT security requirements for a High Impact system 

 To NOAA/NESDIS As A Whole: 
◦ Scalable and secure foundation to support enterprise environmental 

satellite services across NOAA/NESDIS 

◦ Removes mission-specific stovepiping 

◦ Paving the path toward modernized data centers 
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 Your view on the greatest observational needs for your 
discipline in general  
◦ Use of a central high-speed “NOAA network” to ease the burden of 

gaining connectivity between the systems/devices collecting 
observations (satellite and terrestrial), the systems performing product 
generation leveraging that data, and the forecast systems that rely on 
those products to perform predictions 

◦ E.g., Promote use of a central network (such as N-Wave) as much as 
possible, managed and governed centrally by NOAA, vice different 
programs/systems negotiating their own point-to-point connections to 
other individual systems 
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